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Abstract: - This work provides a method for classification using a Support Vector Machine (SVM) via a 
Decision Tree algorithm and with Vector Quantization.   A probabilistic Decision Tree algorithm focusing on 
large frequency classes (DTPL) is developed. A method for SVM classification (DT_SVM) using Tabu Search 
(TS) via DTs is developed. In order to reduce the training complexity of the Support Vector Machine (SVM), 
the DTPL performs partitions that can be treated as clusters. The TS algorithm can provide the ability to 
approximate the decision boundary of an SVM. Based on DTs, a SVM algorithm is developed to improve the 
training time of the SVM considering a subset of the cluster’s instances. To reduce the SVM training set size a 
vector quantization algorithm (the LBG) is used. The LBG classifier is based on Euclidean Distance. Finally, 
an optimization method, the Simulated Annealing (SA), is applied over the quantization level for discovering of 
a minimization criterion based on error and low complexity to support the SVM operation. The V_S_SVM can 
provide lower error at a reasonable computational complexity. 
A Neural Network (NN) is composed of many neurons that are linked together according to a specific network 
topology. Main characteristics of SVM and NN are presented. Comparison between NN and SVM with two 
types of kernels show the superiority of the SVM. The V_S_SVM with RBF kernel can be compared with 
DT_SVM and provide useful results. Simulation results for all the algorithms with different complexity data 
sets are provided     
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1 Introduction 
Data Mining includes many significant methods that 
can be used cooperatively and supportively  to 
improve prediction accuracy over any classification 
problem.    DTs are one of the most popular 
techniques of Data Mining [1],[2],[3],[4],[5]. They 
use a tree structure to represent a partition of the 
space. A DT algorithm, based on classes with large 
frequency, is created from data using probabilities 
(DTPL). A theorem is developed for discovering a 
complete DT and the identification of don’t care 
attributes. To avoid repetition or replication the 
criterion of elimination of a branch is also applied. 
For classification purpose to reduce the training 
time of SVM using the entire data, the DT_SVM 
algorithm based on DTPL and TS is developed.  
TS is a heuristic procedure for solving optimization 
problems [6]. TS works with a set of restrictions. 
The tabu list contains the forbidden moves. A 
certain set of moves and aspiration criteria are used 
[7]. An iterative learning algorithm based on sample 
selection called “SVC” is developed in [8]. In [9] a 

Clustering-Based (CB_SVM) is developed for 
hierarchical clustering of large data set.  
In many of the real world classification applications 
the interest is concentrated in the use of NNs 
[10],[11]. The clusters that are created from the DTs 
can be linearly separable. In this case, majority 
voting is employed. This involves converting a node 
N into a leaf and labeling it with the most common 
class in D.  
The training process is time consuming and the 
Vector Quantization (VQ) is used in order to 
decrease this time.    The VQ is a lossy data 
compression method which is based on the principle 
of a block encoding. Given a vector source, a 
distortion measure and the number of codevectors, a 
codebook and a partition of the space are discovered 
providing smaller average distortion. Thre are two 
criteria for VQ; the nearest neighbor and the 
centroid. The LBG algorithm [12] can follow the 
two optimal criteria and working iteratively can 
provide a codebook S’ from training set S with 
much smaller size. 
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    After the LBG quantization, and in order to 
achieve low error with a number of support vectors 
(in %) the SA algorithm is applied. SA is capable of 
escaping from local optima [16]. The key 
algorithmic feature of SA is that it provides a means 
to escape of local optima by allowing hill-climbing 
moves[16] (i.e. moves which worsen the objective 
function value). The SA can also be used also for 
the Traveling salesman problem (TSP) [17]. 
    The V_S_SVM represents the second layer after 
the construction of the example prototypes with the 
use of the LBG classifier and can provide 
considerable solution following the predefined 
criterion of the low error and number of support 
vectors.  

The paper is organized as follows. Section 2 
contains the DTPL description, Section 3 and 4  
have  the SVM  and TS description respectively.  
Section 5 and 6 includes the DT_SVM description 
and NN information. Section 7 and 8  include the 
SA and the LBG algorithms respectively.  Section 9 
is referred to the V_S_SVM.  

 Finally, simulation results are provided in 
Section 10. 
 
 
 
2 DTPL                                                   
DTs split the input space into hyper-rectangles 
according to the target. The DT classifier is a 
method that can be used as a preprocessing step for 
SVM. The DTPL  can be created in the following 
phases: 
Phase 1: Discover the root (from all the attributes)  

𝑃𝑃(𝐸𝐸𝐸𝐸) = ��𝑝𝑝(𝐸𝐸) ∗ 𝑝𝑝 �
𝐶𝐶
𝐸𝐸
�

𝐸𝐸𝐶𝐶

 

where A : the attributes of the tuples and C the 
classes (attribute test).  MP = max (P(EA))  //max 
attribute test criterion 

Phase 2: Split the data into smaller subsets, so that 
the partition to be as pure as possible using the same 
formula.  The measure of nodes impurity is the MP. 
Continue until the end of the attributes.  
The large frequency classes (DTPL) are also 
extracted. The CEB criterion eliminate redundant 
branches. Most of the decision trees inducers require 
rebuilding the tree from scratch for reflecting new 
data that has become available.  

For an attribute (attr1) with value v1 , if there are 
tuples from attr2 that have all the values in relation 

with v1 (of attr1) then the attr2 is named as: do n’t 
care attribute. The criterion of elimination of 
Branch (CEB) is used to avoid the repetition and the 
replication and it is given by:     

𝑃𝑃𝐶𝐶𝐸𝐸𝐶𝐶 = 𝑝𝑝�𝐸𝐸1 = 𝑎𝑎1, … ,𝐸𝐸|𝐸𝐸| = 𝑎𝑎|𝐸𝐸|�𝐶𝐶 = 𝑐𝑐𝑖𝑖) =   
∏ 𝑝𝑝(𝐸𝐸𝑖𝑖 = 𝑎𝑎𝑖𝑖|𝐶𝐶 = 𝑐𝑐𝑖𝑖

|𝐸𝐸|
𝑖𝑖=1 ) 

If the PCEB= 0,  between two attributes (A1, A2) 
then A2 is don’t care attribute.  The CEB criterion is 
valid when PCEB ≠ 0. CEB examines the cases of 
extensions for all probable partitions of an attribute, 
to avoid repetitions or replications of attributes. 

Theorem:  the CEB criterion can determine the 
existence of  a small DT with the best accuracy 
(100%, or complete) avoiding repetitions and 
replications. Proof: Because, when the CEB 
criterion is valid, discourages the repetition. 
The DTPL is used for the generation of the clusters 
from the leaves.  
 
3 SVM                                                   
The SVM is a classification method that can provide 
better accuracy for some other methods and it has 
been applied in many areas [8],[9] support vector 
machines (SVMs), a method for the classification of 
both linear and nonlinear data. In a nutshell, an 
SVM is an algorithm that works as follows. It uses a 
nonlinear mapping to transform the original training 
data into a higher dimension. Within this new 
dimension, it searches for the linear optimal 
separating hyperplane (i.e., a “decision boundary” 
separating the tuples of one class from another). 
With an appropriate nonlinear mapping to a 
sufficiently high dimension, data from two classes 
can always be separated by a hyperplane. The SVM 
finds this hyperplane using support vectors 
(“essential” training tuples) and margins (defined by 
the support vectors) [1]. 
     SVM creates a line or a hyper-plane between two 
sets of data for classification. SVM performs best 
among current classification techniques, due to its 
ability to capture non-linearities. 
     The learning process involves optimization of a 
cost function which is provably convex. This 
contrast with neural network approaches where the 
exist of false local minima in the error function can 
complicate the learning process. Unlike neural 
network approaches the architecture is determined 
by the algorithm and not found by experimentation. 
With different kernel functions may result in 
different performances. Two types of kernel 
functions for SVM are presented; the linear and the 
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polynomial. Both of them are used in our 
experiments. 

 
4 TS                                                      
The TS [6],[7] works using neighbourhood 
structures, and it  utilizes a short term memory 
structure called a tabu which is essentially a list of 
forbidden moves or solutions. For the TS problem, 
we consider the well-known one-flip 
neighbourhood. Similarity measure is now based on 
the Euclidean norm so that points closest to each 
other in Euclidean space are grouped under one and 
only one cluster. The TS can find the boundary 
instances that belong to adjacent classes and have 
the minimum distance.  The closest pair can be 
defined as the min (xi -xj), where xi Є Ci and xj Є Cj. 
These pairs (pij) will be separated from all the other 
instances (resti and restj) of the two adjacent clusters. 
Randomly selected instances (rani) from resti  (of 
Ci)  are also included in the SVM training. 
     In a tabu list for Ci the forbidden moves 
(instances of Ci – pij – rani) are included. The final 
list of Ci will contain the closest pairs (pij) of two 
adjacent clusters and the random selected instances 
(rani).  For example, if the total instances of Ci are 
20, the closed pairs are 5 (pij) and the random 
selected instances from Ci are 3 (rani) then the 
forbidden moves are: 12 (20-5-3). The total 
instances for the training SVM will be 8 instead of 
20. 

The TS is used to support the search for finding 
boundaries for SVM. Instances closer to decision 
boundaries are the most important for SVM. 
 
 
5 DT_SVM 
For each cluster Ci, a subset of instances, Si, are 
selected: the boundary points between two adjacent 
clusters (Ci and Cj) and other randomly selected 
instances from the Ci. Instead of the entire set of 
instances of a cluster Ci , this subset will be used for 
SVM training.   
The proposed method (DT_SVM) has the following 
steps: 
1.Use DTPL for the training set and receive the 
leaves which contain instances in clusters. 
2. Gather all the leaves of DTPL and use them as 
clusters. 
3. From a cluster prepare a subset of instances 
containing the closest pairs (CP) of instances that 
belong to adjacent clusters -using TS- and a 
randomly selected instance from the rest of 
instances of the cluster.  

4. SVM training. 
The minority class instances (examples) from each 
leaf can be removed in order to have pure clusters.  
 
 
6 NN                                                           
A NN is a collection of units   that   are connected in 
some pattern to allow communication   between the 
units. The test data     set and the   training  data set 
should be disjoint (so that  test   data  are not   used 
during training). For the NN in  the input  layer the 
neurons correspond to prediction attribute values of 
the  data set, and  the  output   layer  represents the 
predicted classes [10],[11].  

T                         The specification of a typical neural network model 
requires the choice of the type of inputs, the number 
of hidden units, the number of hidden layers and the 
connection structure between the inputs and the 
output layers. 

The                      The main    characteristic of neural networks (NN) 
is their ability to generalize information, as well as 
their tolerance to noise. NNs are often regarded as 
black boxes since their predictions cannot be 
explained clearly. The performance of NNs is 
sensitive to the specific architecture used to arrange 
the computational units.  

NN that ar          NN that are non-linear statistical data modelling 
tools can be used to model complex relationships 
between inputs and outputs or to find patterns in 
data.  Therefore, for a number of items in different 
classes, the NN can learn to classify items. It takes a 
while to learn, but then it can instantly classify new 
inputs. 
 
7 Simulated Annealing  
Simulated Annealing (SA) is a probabilistic 
technique for approximating the global optimum of 
a given function. At each step the SA considers 
some neighboring state s’ of the current state s, and 
probabilistically decides between moving the 
system to the state s’ or staying in state s. These 
probabilities ultimately lead the system to move to 
states of lower energy. This step is repeated until the 
system reaches a state that is good enough for the 
application [14],[16]. SA belongs to metaheuristics 
and uses neighbors of a solution as a way to explore 
the solution space and also accepts worse neighbors 
in order to avoid getting stack in local optima. In 
this way it can find the global optimum if run for a 
long enough amount of time. The acceptance 
probability is important in avoiding entrapment in a 
local optimum depending on the case of the new 
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solution (better or worse) [14].  If the new solution 
is better, then the current solution is updated with 
the new one. On the other hand, if the new solution 
is worse, then replacement by a generated neighbor 
is accepted by a certain probability.  
 
8 Vector Quantization 
Vector quantization is a problem that given a vector 
source with its statistical properties known, given a 
distortion, and given the number of codevectors , 
finds the distortion and a partition of the space  
which result in the smallest average distortion [13].  
A vector quantizer maps k dimensional vectors in 
the vector space Rk into a finite set of vectors Y= {yi 
: i=1,2,..N}. Each vector yi, is called a code vector  
or a codeword, and the set of all the codewords is 
called a codebook. Associated with each codeword, 
yi, is a nearest neighbor region called Voronoi 
region, defined by: Vi ={xЄ Rk : ||x-yi|| ≤ || x-yj||, for 
all j≠i. 
    The design problem of the codebook can be 
formulated as follows. Given the training set and the 
number of codevectors , the codevectors and the 
partition space are discovered so that the squared-
error distortion measure (the average distortion) will 
be minimized. For this purpose two are the criteria: 
the nearest neighbor and the centroid condition.  
    The LBG an iterative algorithm [13]  can solve 
the two above optimality criteria. It takes a set of 
input vectors S= {xi Є Rk , i=1,..,n}  and create s an 
output a set of representatives of vectors C= {cj Є Rk 
,j=1,..,M}  and M <  n. 
An LBG pseudocode:  
1. input training set (vectors) S. 
2. initiate a codebook C 
3. initialize D0=0 , k=0 
4. classify the n training set into K clusters  

5. update cluster centers cj , j=1…,K by  

𝒄𝒄𝑗𝑗 =
1

|𝑆𝑆𝑗𝑗 |
� 𝒙𝒙𝑖𝑖
𝒙𝒙𝑖𝑖∈𝑆𝑆𝑗𝑗

 

6. k<- k+1 , compute the distortion : 

𝐷𝐷𝑘𝑘 = � ��𝒙𝒙𝑖𝑖 − 𝒄𝒄𝑗𝑗 �𝑝𝑝
𝒙𝒙𝑖𝑖∈𝑆𝑆𝑗𝑗

𝐾𝐾

𝑗𝑗=1

 

7. If  𝐷𝐷𝑘𝑘−1−𝐷𝐷𝑘𝑘
𝐷𝐷𝑘𝑘

> 𝜖𝜖     

          the steps 4-6 are repeated 
    else  

         get the codebook :  
𝐶𝐶 = {𝒄𝒄𝑗𝑗 ∈ 𝑅𝑅𝑑𝑑 |𝑗𝑗 = 1,2, … ,𝐾𝐾} 

 
 
 
9 V_S_SVM   
Let {𝐱𝐱I ,𝑦𝑦𝑖𝑖} for 1≤ 𝑖𝑖 ≤ 𝑚𝑚 is a set of trining 
examples , 𝐱𝐱i ∈ Rn  which belong to a  class labeled 
by   𝑦𝑦𝑖𝑖 ∈ {−1, +1}. 
 
 
 
From an SVM the decision function [15] comes 
from: 

𝑓𝑓(𝑥𝑥) = 𝑠𝑠𝑠𝑠𝑠𝑠(∑ 𝛼𝛼𝑖𝑖∗𝑠𝑠𝑖𝑖𝑘𝑘(𝑥𝑥𝑖𝑖 , 𝑥𝑥) + 𝑏𝑏𝑚𝑚
𝑖𝑖=1 )                    (1) 

And the coefficient 𝛼𝛼𝑖𝑖∗  come form the maximization 
of the function: 

𝑊𝑊(𝛼𝛼) = �𝛼𝛼𝑖𝑖

𝑚𝑚

𝑖𝑖=1

−
1
2
� 𝛼𝛼𝑖𝑖𝛼𝛼𝑗𝑗𝑠𝑠𝑖𝑖𝑠𝑠𝑗𝑗 𝑘𝑘(𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗 )
𝑚𝑚

𝑖𝑖 ,𝑗𝑗=1

 

With the constraints: 
 
∑ 𝛼𝛼𝑖𝑖𝑦𝑦𝑖𝑖𝑚𝑚
𝑖𝑖=1 = 0, 0≤  𝛼𝛼𝑖𝑖  ≤ ∁  (regularization 

parameter) 
 
The coefficient 𝛼𝛼𝑖𝑖∗      defines     a maximal    margin 
 hyperplane in a     high-dimensional   feature space 
 where the data are    mapped through a non   linear 
 function 𝜑𝜑 ( 𝜑𝜑:𝑅𝑅𝑑𝑑 → 𝐹𝐹,𝐹𝐹   is a   high dimensional  
feature space).  The mapping  𝜑𝜑   is   performed by 
a  kernel function 𝐾𝐾(𝐱𝐱i , 𝐱𝐱𝑗𝑗 )  that  defines  an   inner 
 product in this feature space such that 
 𝜑𝜑(𝐱𝐱i).𝜑𝜑�𝐱𝐱𝑗𝑗 �= 𝐾𝐾(𝐱𝐱i , 𝐱𝐱𝑗𝑗 ). This formulation of    the 
 SVM   optimization   problem is   the   hard margin 
 formulation. Every training    point   satisfies     the 
 inequality 𝑦𝑦𝑖𝑖  𝑓𝑓(𝐱𝐱i) ≥ 1 and     for    points 𝐱𝐱i   with 
 corresponding 𝛼𝛼𝑖𝑖 > 0 an equality is satisfied. These 
 points are called support vectors [15]. 
    We propose a new technique for SVM-based 
classification that is based on optimized vector 
quantization, with the goal of minimizing training 
time and complexity. The training data is first 
quantized using the LBG and a kernel SVM is 
trained on the quantized data. For SVM the RBF 
kernel is used. The dataset is separated into the 
training set (T) and the testing (S). The simulated 
annealing method is used to optimize over the 
quantization level in order to achieve low error at a 
low complexity. The criterion being optimized is a 
linear combination of the test error  and the number 
of support vectors.  
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    The average error is computed for the decision 
functions  𝑓𝑓(S) (1) of the testing set S considering 
the regularization parameter C and the 𝜎𝜎 (kernel 
parameter) constant. The initial value of 𝛼𝛼 = 2 
(2𝑎𝑎 , 𝑐𝑐𝑐𝑐𝑑𝑑𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑠𝑠). The SVM works iteratively for 
increasing 𝛼𝛼 values. Also, the minimum number of 
support vectors and the error (in %) are computed 
from the decision function, after increasing the  𝛼𝛼 
values. 
    The simulated annealing algorithm starts from a 
quantization level, picks a random neighbouring 
quantization level, and evaluates the criterion; if the 
objective is improved the new level is accepted; 
otherwise a probabilistic acceptance decision is 
made and the process repeats.  
    Simulation results show that the algorithm 
achieves low error at a reasonable computational 
complexity. 
 
 
10 Simulation 
Five scenarios have been developed: 

Scenario 1: (ID3 vs DTPL): From Figure 1, DTPL 
has lower value than the ID3 due to the algorithm 
construction.  

 
 

 
 
               Fig. 1   ID3 vs DTPL 
 
Scenario 2: (DT_SVM vs SVM) From Figure 2 it 

is shown that DT_SVM has better training time and 
accuracy than SVM. SVM needs much more 
training time for all the data. 

 
 

                  

 
 

Fig. 2   DT_SVM vs SVM 
 

Scenario 3: (SVM vs NN) NN is competitive to 
SVM. Depending on the kernel type different results 
are produced. From Figure 3, using the MNIST 
dataset, SVM with polynomial; kernel has better 
classification rate than the NN. NN outperforms the 
SVM linear kernel 

. 

 
 

Fig. 3   SVM vs NN 
 

Scenario 4:  NN training. From Figure 4 the NN, 
according to MSE values, has the best training 
performance at 171 Epochs  
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Fig. 4   NN best performance 

 
 
Scenario 5: (DT_SVM vs CV_SVM) In Fig. 5 it is 
shown that CV_SVM has better training time than 
DT_SVM. This is because the LBG diminish the 
training time. In addition, DT_SVM has better 
accuracy than CV_SVM because the last use the 
codevectors.  
 
 
 

                  

 
 
                           Fig. 5   DT_SVM vs CV_SVM 
 
11 Conclusion 

The SVM is computational infeasible on large data 
sets due to time and space complexities (O(n2)). 
Instead of applying SVM to the whole data set SVM 
can be applied to each disjoint region discovered by 

DTPL. The DT_SVM shoes better performance than 
SVM. The DTPL provides the partitions (regions) 
from  which the DT_SVM will get a subset with the 
decision boundaries of adjacent clusters  using TS 
and random selected instances. The V_S_SVM, 
following the minimization criterion of error and 
number of support vectors can provide competitive 
results against the DT_SVM. Finally, SVM with the 
appropriate kernels outperform the NN. Future work 
could be based on NN and Genetic Algorithms.  
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